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Abstract 

In this study, we investigate the effects of financial and political risks on the economic risk in Southern European 

countries. Quarterly data were employed, covering the period from 2000/Q1 to 2015/Q4. We performed the Pedroni 

Cointegration, Westerlund Cointegration, Common Correlated Estimated Mean Group (CCEMG), and Dynamic 

Common Correlated Estimated Mean Group technique (dynamic CCEMG). Our empirical findings suggest that (i) 

an improved financial environment is associated with less economic risk in the Southern European countries; (ii) 

political risk is harmful to economic stability. 
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1. Introduction 

Europe in general has been drastically transformed as a result of the financial crisis experienced during the early 2000s. 

Among the affected areas of the world, Southern Europe is a region that has experienced negative effects following this 

crisis. It is undeniable that southern Europe has subsequently exhibited poor economic performance. Portugal, Spain, 

Italy, Cyprus and Malta have an estimated total population of over 140 million people, with an estimated combined 

GDP of $4.2 trillion. Pooled together, these countries would be considered as the world’s 10th most populated country 

as well as the 4th largest world economy after the US, China, and Japan. 

However, the overall pooled value of these economies is still less compared to its value at the end of 2006 after 

inflationary adjustments, while a 70% increase in their combined national debt has also been observed since that time 

After the impact of the financial crisis, Southern Europe stands as the only world region not to have recorded any 

economic growth. This is in comparison to its neighbouring countries, which have grown significantly such as; UK 

(16%), Germany (16%), US (21%), Japan (6%), and China (153%). Southern Europe’s major problem is that it is 

lagging behind the world economies in terms of monetary policy and economic growth. The high level of 

synchronization in regard to the Central Banks’ policies was the primary factor that subdued the negative monetary 

policy extreme effect after the 2008-2009 global financial and economic crises. 

The negative long-term over-spilling effect of this crisis on both economic and social environments has received 

increased attention among scholars and politicians. However, the effects of political and financial risks on economic 

risk in Southern European countries have not previously been the subject of in-depth investigation. This study aims to 

apply newly-developed panel-based econometric techniques to investigate the effects of financial and political risks on 

economic risk for Southern European countries while controlling for global economic uncertainty, which can also be 

regarded as global uncertainty, as well as the 2008-2009 global financial and economic crisis. Therefore, the primary 

goal of this study is to fill this gap in the economic and finance literature by establishing panel-based models. The study 

will likely open a new debate in the literature, and the findings of this study generate noteworthy implications for 

policy-makers in the region. In this study, Pedroni Cointegration, Westerlund Cointegration, and dynamic CCEMG 

techniques are all employed. 

From the post-World War II period until the present time, the greatest challenge faced by the global economy and 

particularly Europe has been the global financial crisis (Cassette and Farvaque, 2014). Furceri and Mourougane (2012) 
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argued that the disturbances created in the credit markets coupled with the losses of major credit institutions are the 

primary causes of the economic slowdown. Based on this, Siddiqui and Qazi (2013) strongly asserted that confidence 

in financial institutions to meet their financial obligations declined dramatically, leading to an upward trend in political, 

economic and financial risks. These variables experienced a high level of volatility during that period. These kinds of 

risks have given rise to stunted economic growth and have created an environment of economic fear.  

The paper is organised as follows. The next section explores the existing empirical research associated with economic 

risk and its relationship with political and financial risk. In the next section, we critically outline our data collection and 

estimation procedures and present the descriptive statistics of the variables used in this study. The fourth section 

describes the models, methodology, and proposed tests that are employed in this study, including the cross-sectional 

dependency test, slope heterogeneity, CIPS unit root test, dynamic CCEMG and both Pedroni and Westerlund 

Cointegration tests. Subsequently, analysis and discussion of the results are presented in the fifth section. Finally, the 

paper ends with various conclusions and policy recommendations.  

2. Literature Review 

Domestic and global financial, economic, and political vulnerabilities have encouraged scholars to explore the factors 

affecting these vulnerabilities; however, in the literature, the effects of financial and political risks on the economic 

risk of Southern European countries have not been explored in depth. Thus, this research aims to answer the 

following questions: (1) Do domestic financial and political risks affect the economic risk of the Southern European 

countries while controlling for global uncertainty and the recent 2008-2009 global financial and economic crisis?; (2) 

If the answer to this question is yes, what is the nature of the relationship in the long term?; and (3) What are the 

directions of the causalities within this framework? 

In the economic literature, the nexus between economic growth and financial development can be traced back to 

Schumpeter's (1912) study on the German economy, which gave rise to extensive literature aimed at investigating the 

finance-based growth hypotheses. He underscored that the allocation of resources has become more efficient through 

financial deepening, which creates an avenue for the transfer of scarce resources from areas where they are abundant to 

those that are lagging, thus improving economic growth. Proper documentation of Schumpeter's (1912) arguments was 

conducted in the studies of Goldsmith (1959), who employed panel regression data from 1970-1999 for 30 developing 

countries. Chandavarkar (1992) took this a step further to establish a link between economic growth and financial 

development by employing the time series Autoregressive Redistributed Lag model (ARDL) for the ASEAN-4 

(Thailand, Indonesia, Philippines and Malaysia). King and Levine (1993) supported Schumpeter’s study by regressing 

a cross-country analysis of 80 countries over the period of 1960-1989. Levine et al., (2000) also employed a dynamic 

GMM technique on 74 countries to support Schumpeter’s hypothesis. In an attempt to correct the bias control criticism 

of Levine et al., (2000), Beck et al. (2000) employed a bias-controlled panel technique on the nexus between economic 

growth, private savings rate and accumulated physical capital and concluded that the positive effects of financial 

improvement on economic growth can be explained by the fact that it accelerates productivity and facilitates the 

efficient allocation of resources. Furthermore, Loayza and Ranciere (2006) provided evidence indicating that 

economic growth and financial depth both have a positive relationship however; the sign of relationship in the short 

term is negative. In a similar study, Ozturk (2008) found a bidirectional association between financial development and 

economic growth by conducing Vector autoregression analysis of Turkey for the period from 1975-1996. 

In an attempt to further strengthen the study of Ozturk (2008), Cournède and Denk (2015) performed an extensive 

study on economic growth and financial development in the long run by taking into account the OECD and G20 

countries. They argued that financial development increases long-term economic growth by increasing the credibility 

of assessable loans for investment, enhancing capital allocation efficiency, improving the allocation of resources and 

enabling costs to be decreased due to higher demand in the market.  

Despite all these studies, several other researchers have concluded that the expansion of financial instruments and 

improvement of the finance sector does not mean that it plays a key role in accelerating economic growth. Rousseau 

and Wachtel (2011) argued that a significant reduction in the strength of the relationship between financial 

development and economic growth has been witnessed in recent years as a result of the increasing substitution of 

equity market for debt financing. This relationship is supported by evidence found by Cecchetti and Kharroubi (2012), 

who concluded that financial development was not beneficial for economic growth in 50 developed and 

underdeveloped countries. Arcand et al. (2012) supported the earlier findings of Rousseau and Wachtel (2011) by 

providing in-depth evidence of the weakening relationship between financial development and economic growth by 

employing alternative empirical approaches to show that excessive finance has a negative effect on economic growth.  

It is widely accepted the factor that makes a developing economy attractive is the level of financial investments it 
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makes, particularly if the environment is ideal for the investments, which could then lead to steady growth. Short-term 

macro-economic policies arise because of political risk; in fact, political risk could rapidly decrease financial risk due 

to frequent changes in policies. Major studies based on areas of political risk in the financial sector include those by 

Hibbs (1986), Brown et al. (1988), Cutler et al. (1989), Pantzalis et al. (2000), Li and Born (2006), Bialkowski et al. 

(2008), Julio and Yook (2012), and Smales (2015). These are some of the studies that have investigated the link 

between political risk and financial systems. 

However, it is evident that political risk is also likely to be harmful to the financial sector, particularly to 

macro-economic indicators. Hibbs (1986) and Cutler et al. (1989) explored this view. As Hibbs (1986) argued, if the 

government changes its economic policies, this may cause returns from the stock market to fluctuate from time to time. 

On the other hand, Cutler et al. (1989) argued that political risk affects the US financial system directly. Pantzalis et al. 

(2000) used 33 countries' stock markets to explore the range of the valuation of assets in the stock markets during the 

two-week election period. They concluded that stock prices seemed to increase in the two weeks during which the 

election was held. Their conclusive report was also supported by Li and Born (2006). 

On the other hand, when measuring the economic growth of a nation, it is important to take into account political risk. 

Political stability helps shape a nation's temporal and permanent decisions. Additionally, political vulnerability is 

likely to discourage investors, particularly foreign ones. Thus, declining investment in a country contributes to slower 

economic growth. Olson (1963) extended the research on the effects of political turbulence on the growth of an 

economy, particularly emerging markets, and highlighted the destructive impact of political risk on economic growth. 

Similarly, a negative relationship between political risk and economic development was reported by Barro (1991), 

Alesina and Perotti (1996), Benhabib and Rustichini (1996), Ades and Chua (1997), Devereux and Wen (1998), and 

Darby et al. (2004), and strong emphasis was placed on the fact that political turmoil results in a decreasing rate of 

returns on investment, which implies a slowdown in economic growth. Moreover, Bailkowski et al. (2008) measured 

the impact politics has on financial markets by employing data from 27 OECD countries. The results from this analysis 

showed that economic risk indices could significantly fluctuate during the period around an Election Day. Pastor and 

Veronesi (2013) contended that economic and political fluctuations have strong implications on the risk premium by 

measuring the effect of political risk in the financial market in Australia and reported that because of high political risk, 

the financial market was significantly affected. Furthermore, Aisen and Veiga (2010) proposed that economic growth 

is adversely affected by changing macro-economic policies. Employing the GMM estimator for linear dynamic panel 

models covering the period between 1960-2004 for 169 countries, Aisen and Veiga (2010) discovered that an 

increasing level of political risk would lead to decreasing economic growth.  

Tabassam (2016) used four indicators-terrorism, election, regime and strikes-to measure political risk and concluded 

that only terrorism had a significant negative effect on the vulnerability of Pakistan's economy using both ARCH and 

GARCH models. More recently, Sausgruber, Sonntag and Tyran (2019) highlighted that democratisation increases 

GDP per capita by about 20 percent in the long term. They also found that the positive effects of democratisation do not 

change in countries with different development levels.  

Apart from the effects of domestic political and financial factors on a country's economic performance, Rodrick (2012) 

observed that “policymakers need to guard against not just domestic shocks, but also shocks that emanate outward 

from financial risk elsewhere”. Li et al. (2012) explored the spill-over effect of the 2008-2009 global financial and 

economic crises on the Chinese economy. They emphasized that despite a dramatic reduction in Chinese exports 

during the 2008-2009 global financial and economic crisis, China's economic growth performance remained above the 

international average. By using Bayesian VAR models and spectral analysis over the period of 1988-2013 in Sweden, 

Stockhammar and Österholm (2016) found that Swedish economic growth was negatively affected by US policy 

uncertainty. 

Kirikkaleli (2019) investigate the linkage between economic risk and financial risk in Greece between 1990 and 

2018 using wavelet coherence approach. He finds that financial risk has significant impact on political economic risk. 

In addition, Kirikkaleli (2016) aims to examine the relationship among the country risk variables for seven Balkan 

countries using first generation panel techniques, namely Pedroni cointegration test , FMOLS and DOLS. The outcome 

of Kirikkaleli (2016) reveals that financial stability has a long-run effect on the political stability whereas financial 

stability and economic stability affect each other positively in the long-run in the Balkan countries. Using ARDL, 

DOLS and Markov Switching tests, Kirikkaleli (2018) aims to explore the effects of domestic risk and foreign risk 

factors on the stock market index in Taiwan. The study reveals that while there is long-run linkage between risk and 

stock market index, stock market index in Taiwan is positively affected by declining economic, political and 

financial risks. However, the effects of political and financial risks on economic risk in Southern European countries 
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have not previously been the subject of in-depth investigation. This present study aims to apply Pedroni Cointegration, 

Westerlund Cointegration, and dynamic CCEMG techniques to explore the effects of financial and political risks on 

economic risk for Southern European countries while controlling for global economic uncertainty, which can also be 

regarded as global uncertainty, as well as the 2008-2009 global financial and economic crisis. Therefore, the primary 

goal of the present study is to fill this gap in the economic and finance literature by establishing panel-based models.  

3. Data  

In this study, we aim to explore the effects of financial and political risk on the economic risk of Southern European 

countries, by controlling for the 2008-2009 global financial and economic crises. In the econometric analysis, 

economic risk, political risk, and financial risk are used from the PRS Group. Moreover, global economic policy 

uncertainty in this study is used as a proxy for global uncertainty and is collected from Economic Policy Uncertainty, 

while the 2008-2009 global financial and economic crises (dummy variable) is constructed by the authors. This data 

was constructed on a quarterly basis from 2000/Q1 to 2015/Q4. The time series variables used in the models are shown 

below: 

Economic Risk (ER): The economic risk rating seeks to evaluate the present level of economic strengths and 

weaknesses of a country. The variables indexed in this risk rating are as follows: inflation rate, per capita GDP, budget 

balance (% of GDP), real GDP growth rate and current account (% of GDP). All three risk rating indexes are solely 

evaluated based on numerical facts and performance. A more detailed structure of the risk index variables and 

assessment methodology can be found in the manual of the PRS Group. 

Political Risk (PR): The political risk rating is comprised of 12 weighted variables, which portray both social and 

political characteristics to ensure a more robust coverage of political risk contents; this risk rating is calculated using 

casual assumptions, expert judgment and weights. The level of political stability remains the major reason for 

measuring political risk of any given country; hence, we measure this political risk by allocating points in a risk 

structure to a pre-designed group of variables, which are collectively termed as the component of political risk. The 

risk components and weights that constitute political risk are: Socioeconomic conditions, government stability, 

external and internal conflict, investment profile (each having 12 points); law and order, corruption, ethnic tensions, 

military in politics, democratic accountability (each having 6 points); quality of bureaucracy (4 points), which adds up 

to a total of 100 points. 

Financial Risk (FR): Assessing the potential of a country to settle its incurred debts is the major goal that the financial 

risk rating seeks to achieve. In a more detailed explanation, the financial risk assessment entails a country’s capacity to 

offset its debt obligations ranging from official, commercial to trade debts. Relative to political risk, financial risk 

tends to measure the trust and credibility level of a country; however, FR focuses on the financial aspect. Similar to 

political risk, related variables are summed up in a pre-designed weighted group. The variables include: foreign debt 

stock (% of GDP), foreign debt service payment (% of GDP), exchange rate risk and net international liquidity. 

Global Uncertainty (GR): The global economic policy uncertainty index is constructed by Economic Policy 

Uncertainty and measured by using the GDP-weighted average of national EPU indices for 20 countries, namely 

Australia, Brazil, Canada, Chile, China, France, Germany, Greece, India, Ireland, Italy, Japan, Mexico, the 

Netherlands, Russia, South Korea, Spain, Sweden, the United Kingdom, and the United States.  

 

Table 1. Data and descriptive statistics 

Period  2000Q1-2015Q4 

Variable Economic Risk Index Financial Risk Index Political Risk Index Global Uncertainty  

Source Political Risk Services Political Risk Services Political Risk 

Services 

Economic Policy 

Uncertainty 

Code ER FR PR GR 

Mean  35.801  35.874  78.430  103.130 

 Median  36.333  36.000  79.333  102.001 

 Maximum  42.500  43.500  90.000  185.302 

 Minimum  25.000  26.666  64.500  55.167 
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 Std. Dev.  3.428  3.523  5.882  32.581 

 Jarque-Bera  25.026  0.930  14.032  21.768 

 Probability  0.000  0.627  0.000  0.000 

Observations  384  384  384  384 
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Figure 1. Economic risk index 

Source: ICRG  

 

Based on the data set constructed by the International Country Risk Guide (ICRG), the six Southern European 

countries that are examined in this study are Greece, Italy, Portugal, Cyprus, Malta and Spain, which are categorised as 

medium to low risk based on their economic, financial and political environments between 2000 and 2015. As clearly 

shown in Figure 1, Italy and Spain are the most stable countries, sitting between the very low to low risk category based 

on their economic, financial and political risk environments. Greece's performance was the poorest in all risk ratings 

among the Southern European countries, thus making it the most vulnerable country in terms of risk in this study. One 

of the major reasons for Greece’s poor performance compared to other Southern European countries was the 

devastating financial, debt and political crises the country had faced in previous decades. The 2008-2009 global 

financial and economic crisis triggered the already existing vulnerabilities in those economies, hence placing them in 

the moderate risk category as opposed to the high-risk position of developed countries. 

4. Methodology 

Since our purpose for undertaking this research is to analyse the effects of political and financial risk on the economic 

risk for the aforementioned Southern European countries, we constructed two separate models (with and without 

controlling variables-global uncertainty and 2008-2009 global financial and economic crisis), which are presented in 

Equations (1) and (2). 

                                

            , i=1,2,…,N and t=1,2,…T                                (1) 

                                                 

            , i=1,2,…,N and t=1,2,…T                             (2) 

where     represents the residual term.    and    denote observed and unobserved common effects. In a normal 

standard econometric analysis procedure, the cross-sectional dependency test is applied. O’Connell (1998) stressed the 

need to check for cross-sectional dependence (CD), insisting that ignoring CD could lead to over-rejection of the 

hypothesis of a panel unit root. Furthermore, he identified that ignoring CD could result in biased and inconsistent 

outcomes. Resultantly, Pesaran's (2004) cross-sectional dependency (CD) test and Pesaran, Ullah, and Yamagata's 

(2008) bias-adjusted Lagrange Multiplier test were employed as a preliminary step. Pesaran, Ullah, and Yamagata 
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(2008) pointed out that the CD test is very effective when T > N in a panel structure. Similarly, the bias-adjusted test 

acts as a robustness check in data with structural breaks and non-normality of errors and also contains corrective 

measures against biases when N > T. Hence, employing both tests in our analysis will strengthen the reliability of our 

results, and they have been tested under the null hypothesis of no cross-sectional dependency (Colombage, 2009).  

In an estimation where the slope homogeneity assumption is violated, these estimation techniques become biased 

(Blackburne and Frank 2007). Pesaran and Yamagata (2008) stated that slope heterogeneity has a high likelihood of 

occurrence in a panel with large N and T. In this study, Pesaran and Yamagata's (2008) slope heterogeneity test is 

applied. The test takes into consideration the presence of cross-sectional dependence to investigate the presence of 

slope heterogeneity in our panel. The test is superior because it introduces a more advanced structure of the Swamy 

test (Swamy 1970), which has the potential to cover a larger time dimension (T) and cross-section (N) (Juhl and 

Lugovskyy 2014). 

Next, we checked the order of integration of the time series variables using the CIPS test proposed by Pesaran (2007). 

The test is strictly aligned with the AR(p) equation, which takes into consideration both the present and lagged 

values of the mean dependent variable yit 

 it = αi + γiyit−1 +· · · γiyit−p + δi0 t + δi1 t−1 +· · ·+δip t−p + εit                          (3) 

We went further to transform Equation (4) into a cross-section average and first difference in the dependence variable 

to obtain the CIPS statistics. Hence, for each cross-section, individual ADF statistics (CADFi) have been computed. 

      
∑      
 
   

 
                                        (4) 

Hence, the hypothesis of unit root can be stated as: 

Ho: βi = 0 for each individual cross section  

Against the possible alternatives, 

Hi: βi < 0, i = 1, 2,…N1, βi = 0, i = N1 + 1, N1 +2,…N                      (5) 

However, the critical values of the CIPS and its corresponding individual CADFi can only be obtained from Monte 

Carlo simulation (Pesaran, 2007) for different values of T and N as a result of non-normal distribution in the CIPS 

and CADFi panel statistics. 

To investigate the long-term equilibrium relationship between economic risk and financial and political risk in the 

Southern European countries, we used the new generation panel co-integration test developed by Westerlund (2008), 

which is based on the Error Correction Model. The Westerlund Cointegration test allows for varieties of 

heterogeneity and also generates p-values that are robust against cross-sectional dependence. Westerlund (2008) 

constructed a null hypothesis of no error correction that when rejected means that there is a cointegration relationship 

among the variables. In addition, as a robust test for the Westerlund cointegration test, we employed the 

cointegration test developed by Pedroni (2001). The cointegration test allows for heterogeneity in the autoregressive 

term. 

Since cross-sectional dependency and slope heterogeneity were found in our model, we employed Pesaran and 

Chudik's (2015) dynamic CCEMG to investigate the effects of financial and political risk on the economic risk of the 

selected Southern European countries. Pesaran (2006) first proposed this technique, which was later advanced by 

Kapetanios et al. (2011). The main mechanism behind this technique that differentiates it from the earlier CCEMG 

test is the fact that the lagged values of the dependent variable and cross-sectional mean are added as explanatory 

variables in the model. In addition, the dynamic CCEGM creates room to accommodate structural breaks in our 

series. The Dynamic CCEGM according to Pesaran and Chudik (2015) is estimated as follows: 

                           ∑    
 
          ∑    

 
                                  (6) 

Where     is the dependent variable,     is the time-invariant group fixed effects,     represents the vector 

containing the independent variables,        and        are cross sectional averages lagged values,    is the 

individual country slope on the observable regressor,      represents the slope heterogeneous unobserved common 

factor, while     stands for the error term. 

Equation (6) is estimated by employing Ordinary Least Square for individual cross-sections while controlling for 
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autocorrelation and heteroskedasticity (Newey-West 1987). Taking averages of individual coefficients over each 

regression would result in the CCEGM estimator. This equation is estimated as follows: 

          ∑  ̂  
 
                                       (7) 

Where  ̂   represents the estimated coefficients. 

5. Empirical Finding 

To accomplish our aim in this study, as a first step, we investigated the cross-sectional dependency properties of the 

time series variables by employing the Langrange Multiplier (LM) test, the Bias-Adjusted LM test, and LM and CD 

test for both Models 1 and 2. Table 2 presents the outcomes of the cross-sectional dependency tests. The outcomes 

clearly reveal that the null hypothesis of no cross-sectional dependence can be rejected at the 5% level, implying that 

cross-sectional dependencies exist in both models. Each of the Southern European country has similar economic 

dynamics, and this is in line with our expectations. Therefore, we employ Pesaran and Yamagata's (2008) slope 

heterogeneity test. Table 4 presents the results, which prove our expectation while confirming the existence of both 

slope heterogeneity and the spatial effect among the panel of six South European countries.  

 

Table 2. Cross sectional dependence result 

  Statistics 

 Model 1. ER = f (FR, PR) 

LM 105.1* 

Bias Adjusted LM Test 70.02* 

LM CD 8.009* 

 Model 2. ER = f (FR, PR, GR, DUM) 

LM 111.1* 

Bias Adjusted LM Test 70.56* 

LM CD 7.523* 

Note: *, A and B denote 1%, 5% and 10% significance levels, respectively. The null hypothesis shows no 

cross-sectional dependence. 

 

Table 3. Slope heterogeneity test result 

 

Value 

 Model 1. ER = f (FR, PR) 

       ̂ 179.194* 

 ̃ 36.424* 

 ̃    37.961* 

 ̂ 34.128* 

 ̂    0.577 

 Model 2. ER = f (FR, PR, GR, DUM) 

       ̂ 199.012* 

 ̃ 32.553* 

 ̃    34.528* 

 ̂ 25.260* 

 ̂    0.433 

Note: *, A and B denote 1%, 5% and 10% significance levels respectively. Null hypothesis: Presence of slope 

homogeneity. 
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Performing traditional unit root tests when there is a cross-sectional dependence in the time series is likely to be 

inefficient (Topcu and Payne 2018; Aslan and Nazlioglu 2018; Shahbaz et al. 2018). Thus, we perform the CIPS unit 

root test to capture the order of integration of the time series variables. The test is constructed based on the 

assumption of cross-sectional dependence. Before investigating the long-term equilibrium relationship using the 

Pedroni (2001) and Westerlund (2008) cointegration tests in Models 1 and 2, all the variables should be integrated of 

order one. Therefore, as a group, a long-term equilibrium linkage may exist. The outcomes of the CIPS unit root test 

results are reported in Table 4 and show that the variables have a unit root at the 5% level and are stationary at their 

first-order differentials. 

 

Table 4. CIPS unit root test results 

  At Level 

 
Constant Constant + Trend 

ER  -1.747 -2.247 

FR -2.064 B -2.203 

PR -1.731 -2.274 

GR 2.061 B 1.700 

 At First Difference 

ER -5.952* -6.070* 

FR -5.833* -5.938* 

PR -5.864* -5.965* 

GR -2.610* -2.992* 

Note: *, A and B denote 1%, 5% and 10% significance levels, respectively. The null hypothesis for the CIPS unit root 

test indicates that the time series variable has a unit root. 

 

Obtaining the the same integration of order of variables - I(1) - allows detection of a long-term equilibrium 

relationship. In this study, we use the Westerlund cointegration test based on the Error Correction Model proposed 

by Westerlund (2008) and the Pedroni Cointegration test developed by Pedroni (2001). Table 5 presents the 

outcomes from these cointegration tests. The majority of statistical tests in both cointegration tests reject the null 

hypothesis that no long-term equilibrium relationship exists among the variables for both models. In other words, 

economic, financial and political risks have a long-term relationship in the Southern European economies. 

 

Table 5. Panel co-integration test results 

Model 1. ER = f (FR, PR) 

 Pedroni Cointegration Test Westerlund Cointegration Test 

 (within-dimension)    

 Statistic P-value 

Weighted 

Statistic P-value 

Statistic Value Robust 

P-value 

Panel v-Statistic 2.225 0.013 A -1.897 0.971 Gt -2.590 0.020 A 

Panel rho-Statistic -1.364 0.086 B -2.259 0.011 A Ga -11.054 0.020 A 

Panel PP-Statistic -1.320 0.093 B -2.220 0.013 A Pt -5.074 0.180 

Panel ADF-Statistic -1.682 0.049 A -2.220 0.013 A Pa -10.567 0.047 A 

 between-dimension    

  Statistic Prob.     

Group rho-Statistic  -1.558 0.059 B     
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Group PP-Statistic  -2.050 0.020 A     

Group ADF-Statistic  -2.021 0.021 A     

Model 2. ER = f (FR, PR, GR, DUM) 

 Pedroni Cointegration Test Westerlund Cointegration Test 

 (within-dimension)    

 Statistic P-value 

Weighted 

Statistic P-value 

Statistic Value Robust 

 P-value 

Panel v-Statistic  2.473  0.006* -1.897  0.971 Gt -2.644  0.018 A 

Panel rho-Statistic -1.431  0.076 B -2.989  0.001* Ga -10.672  0.012 A 

Panel PP-Statistic -1.366  0.086 B -2.619  0.004* Pt -5.170  0.050 A 

Panel ADF-Statistic -1.155  0.123 -2.220  0.013 A Pa -10.009  0.030 A 

 between-dimension    

  Statistic Prob.     

Group rho-Statistic  -1.952  0.025 A     

Group PP-Statistic  -2.286  0.011 A     

Group ADF-Statistic  -1.824  0.034 A     

Note: *, A and B denote 1%, 5% and 10% significance levels, respectively. 

 

In this study, a dynamic CCEMG estimator, which is an extended version of CCCEMG, was used to capture the 

effects of political and financial risk on economic risk. The technique accounts for slope heterogeneity using mean 

group instead of pooled regression and allows for cross-section correlation. Table 6 reports the findings for dynamic 

CCEMG for Models 1 and 2. As presented in Table 6, the models involve the lagged values of the dependent 

variable -ES (-1) -, which is found to be positive and significant at 5% in both Models 1 and 2. The result implies that 

a rise in the initial level of economic risk would result in a subsequent increase in the future level of economic risk in 

the Southern European countries. Obtaining positive and significant financial risk coefficients in both Model 1 

(without controlling for global uncertainty and the 2008-2009 global financial and economic crisis) and Model 2 

(with controlling for global uncertainty and 2008-2009 global financial and economic crisis) supports the finance-led 

growth hypothesis from the risk perspective as well. This finding underscores how financial risk in the Southern 

European countries is important for predicting economic risk. Moreover, Table 6 reports significant and positive PS 

coefficients in both models, implying that a better political environment in the Southern European countries is 

associated with less economic risk. This finding supports the politic-led growth hypothesis and is in alignment with 

previous findings (Barro 1991; Acemoglu et al. 2003; Julio and Yook 2012; Pastor and Veronesi 2013; Asher and 

Novosad 2017).  

 

Table 6. Dynamic CCEMG test results 

 Model 1. ER = f(ER(-1), FR, PR) Model 2. ER = f(ER(-1), FR, PR, GR, DUM) 

ECM -0.067 <-3.735>* -0.123 <-2.234>A 

ER(-1) 0.536 (0.000)* 0.491 (0.000)* 

FR 0.286 (0.006)* 0.348 (0.014)A 

PR 0.016 (0.047)A 0.040 (0.000)* 

GR  -0.001 (0.351) 

DUM  -0.013 (0.963) 

C  0.261 (0.338) 0.334 (0.604) 

Note: *, A and B denote 1%, 5% and 10% significance levels, respectively. C denotes a constant coefficient. The 

numbers between ( ) and < > represent p-values and t-stats, respectively. ECM denotes the error correction term for the 

estimated models. As expected, the coefficients of ECM are negative and statistically significant at 5 % level. 
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6. Conclusion  

At the end of the 2000s, the economies of Southern European countries contracted as a result of the global financial 

crisis. The lack of empirical evidence on the effects of financial and political risks on economic risk in the literature is 

one of the primary factors that motivated us to conduct this study. Therefore, it is very important for policy-makers to 

identify whether domestic financial and political risks affect economic risk in the six Southern European countries: 

Greece, Italy, Portugal, Cyprus, Malta and Spain. In this study, we applied newly-developed techniques, namely 

Pedroni Cointegration, Westerlund Cointegration, dynamic CCEMG, CCEMG, and quarterly data from the ICRG 

covering the period of 2000/Q1 to 2015/Q4 are used. We performed the Pedroni Cointegration, Westerlund 

Cointegration, and dynamic CCEMG techniques. Our findings reveal that (i) economic, financial and political risks 

have a long-term relationship in the Southern European economies; (ii) an improved financial environment is 

associated with less economic instability; (iii) political instability is harmful for economic risk; and (iv) over the 

selected period in these economies, the 2008-2009 global financial and economic crisis had little or no impact on 

economic risk, which is consistent with Levine et al. (2002), who, based on their analysis of financial intermediate and 

growth, opined that a crisis on a global scale has little or no impact on the economy of a particular country.  

Resultantly, the empirical findings clearly underline the importance of both domestic political and financial risks for 

economic risk in the Southern European countries. Based on these empirical and consistent findings, we suggest that 

policy-makers should minimise political and financial risks in their countries in order to either improve the economic 

environment or accelerate economic development. More specifically, (i) policy-makers should concentrate on foreign 

debt, liquidity, trade, and exchange rate, which are likely to affect the economic risk levels in Southern European 

countries; thus it is necessary to control these indicators to minimize the economic risk in these countries; (ii) to avoid 

possible vulnerability in the macro dynamics, policymakers should also control the main components of the political 

risk index, namely government stability, bureaucratic quality, internal and external conflicts, religious and ethnic 

problems, investment profiles, socioeconomic conditions, democratic accountability, and law and order.  

Although this study provides strong and consistent empirical findings for the Southern European countries, further 

research should consider how to advance this argument by focusing on different global regions and also including more 

control variables such as inflation, exchange rate and interest rate, which would help illuminate the degree and depth of 

this relationship.  
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