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ABSTRACT

Multiobjective clustering techniques have been used to simultaneously consider several complementary aspects of clustering
quality. They optimize two or more cluster validity indices simultaneously, they lead to high-quality results, and have emerged as
attractive and robust alternatives for solving clustering problems. This paper provides a brief review of bio-Inspired multiobjective
clustering, and proposes a bee-inspired multiobjective optimization (MOO) algorithm, named cOptBees-MO, to solve multiobjec-
tive data clustering problems. In its survey part, a brief tutorial on MOO and multiobjective clustering optimization (MOCO)
is presented, followed by a review of the main works in the area. Particular attention is given to the many objective functions
used in MOCO. To evaluate the performance of the algorithm it was executed for various datasets and the results presented high
quality clusters, diverse solutions an the automatic determination of a suitable number of clusters.

Key Words: Clustering, Multiobjective optimization (MOO), Multiobjective clustering optimization (MOCO), Bee-inspired
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1. INTRODUCTION

Data clustering consists of finding groups of data in datasets
based on the similarities or dissimilarities of their objects.[1]

The objects in a cluster may present high similarity among
themselves and high dissimilarity to objects of the other clus-
ters. To calculate the similarity of objects different measures
can be used, depending on each problem. An important fea-
ture of the clustering task is its unsupervised nature, in other
words, the information about to which cluster each object
belongs is not known a priori. Considering the existence
of several internal and external criteria to assess the qual-
ity of a clustering solution,[2] it is increasingly necessary to
see clustering as a multiobjective problem, with conflicting

objectives, such as the overall deviation and connectivity.
The non-dominated set allows the observation of feasible
solutions found by optimization algorithms by considering
different objectives.

Population-based algorithms are often used to deal with mul-
tiobjective problems due to their ability to perform a guided
search over the search space and to maintain diversity of
non-dominated solutions. Some variations of multiobjec-
tive evolutionary algorithms use an external population that
serves as a memory for the evolution process.[3] This pop-
ulation is used to store the best solutions found during all
generations. This paper proposes a multiobjective clustering
algorithm inspired by the foraging behavior of bee colonies,
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called cOptBees-MO, which is a multiobjective version for
the cOptBees clustering algorithm.[4] cOptBees is able to find
optimal clustering within datasets, maintain the diversity of
solutions and estimate the adequate number of clusters. The
cOptBees-MO, as well as its parent algorithm, manipulates a
swarm of artificial bees who play different roles during the
search phase. A bee can act as a recruiter, recruited or a scout.
Another important aspect is the application of local search op-
erators that contribute to the better exploration of the search
space. These and other features allow cOptBees-MO to be
competitive when compared to other algorithms from the
literature which require a smart initialization process or the
number of clusters to be input a priori.

Performance experiments were conducted in two phases:
The first with three machine learning consolidated datasets,
whose results were compared to those reported by two other
bioinspired algorithms from the literature; and in the sec-
ond set of experiments seven well-known datasets were used
and the results compared to other bio-inspired algorithms
from the multiobjective clustering literature. The obtained
results open up avenues for a number of new researches in
the multiobjective clustering area.

This paper has the following organization. Section 2 in-
troduces multiobjective optimization (MOO) and Section
3 presents multiobjective clustering optimization (MOCO).
Section 4 presents a review of bioinspired multiobjective
algorithms. Section 5 surveys the most common objective
functions used in multiobjective clustering and Section 6
introduces the proposed multiobjective clustering algorithm.
Section 7 shows the datasets and experimental results. Sec-
tion 8 presents the conclusions with general comments about
the results and perspectives for future investigations.

2. MULTIOBJECTIVE OPTIMIZATION

In the optimization context, there is a class of problems called
multiobjective optimization (MOO)[5] whose main charac-
teristic is the presence of two or more objective functions,
which are usually in conflict with one another, that must be
optimized simultaneously. This type of situation occurs natu-
rally in many practical problems, for instance, in a generic
design engineering it is common for its designers to want to
minimize production costs and the time taken for complet-
ing the project, while still optimizing various performance
indices. MOO problems consist of finding a set of decision
variables which satisfies all the constraints of the problem
and optimizes a set of objective functions simultaneously.[6]

Formally, the MOO task is defined as follows:[5–7]

Definition 1: A MOO solution minimizes (or maximizes)
F (−→x ) = (f1(−→x ), · · · , fn(−→x )) subject to: gi(−→x ) ≤ 0, i =

{1, 2, · · · ,m} and hj(−→x ) = 0, j = {1, 2, · · · , p},−→x ∈ Ω,
where −→x = (x1, · · · , xd) is a d-dimensional decision vari-
able vector within some universe Ω. Equations gi(−→x ) ≤ 0
and hj(−→x ) = 0 represent constraints that must be met dur-
ing the minimization (or maximization) of F (−→x ), and Ω
contains the values of −→x that satisfy an evaluation of F (−→x ).
The n objective functions may be continuous or discrete and
linear or nonlinear.

A fundamental difference between a mono-objective and
a multiobjective problem is the solution concept. In the
mono-objective problem, an optimal solution corresponds to
a vector x that satisfies all the constraints (a condition that
characterizes it as a feasible solution) and finds an extreme
value of the objective function (max or min). On the other
hand, in multiobjective problems, the notion of optimal so-
lution gives way to the concept of efficient solutions. An
efficient solution is characterized by the absence of another
feasible solution that improves simultaneously all objectives.
That is, the improvement in one of the objective functions
can only be achieved by degrading the value of at least one
other objective. The efficient solution concept is formalized
as follows:[5, 6]

Definition 2: Vector
−→
x∗ = (x∗1, · · · , x∗d) is an efficient so-

lution (in a minimizing problem) if and only if there is no
−→x ∈ S such that fi(−→x ) ≤ fi(

−→
x∗) for all i ∈ {1, · · · , n},

with at least one strict inequality, where S is the feasible
search space.

Another common concept in MOO (Definition 3) is the weak
dominated solution; which can be understood as a relaxation
of Definition 2.

Definition 3: A vector
−→
x∗ = (x∗1, · · · , x∗d) is a weak effi-

cient solution if and only if there is no −→x ∈ S such that
fi(−→x ) < fi(

−→
x∗),∀i ∈ {1, · · · , n}.

Classically, in mono-objective optimization, the process of
searching the optimum point is strictly technical, in the sense
that the solution is implicit in the model. Thus, the work of
the solution algorithm is to just find it.

The notion of optimum changes for multiobjective problems,
because MOO aims at finding good compromises among the
objective functions instead of a single solution, as well as
in global optimization.[6] This solution concept, no longer
understood as a single point, but now as a number of great
options, was initially proposed by Edgewrth[8] and later gen-
eralized by Pareto et al.,[9] thus being called Pareto Optimum
Front, as formalized in Definition 4.[5–7]

Definition 4: The set P of all efficient solutions (including
the weak solutions) is named Pareto optimal front.
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Figure 1. Example of Pareto optimal front (dark line) for
two objective functions f1 and f2

In order to illustrate the concept of Pareto optimum front,
Figure 1 shows an example with two objective functions
(f1(−→x ) and f2(−→x )) to be minimized simultaneously.

In Figure 1, the shaded area represents the feasible region,
that is, set of vector solutions that satisfies all constraints.
The dark line on the edge is the Pareto optimum front. By
defining a boundary in the space of the functions, this re-
gion is called the Pareto front.[5] It can be seen that the
points on the Pareto set do not allow to choose between
one solution and another without degrading one of the two
functions. The best solution is subjective and an expert can
choose one or more solutions according to the problem re-
quirements.[5, 10, 11]

In a population-based algorithm a set of random points are
started within the decision space, where each point represents
a candidate solution for solving the multiobjective problem,
the objective space has the mapped solution for the selected
fitness functions.

Figure 2a represents the solutions inside the decision space
as circles and the ones in the objective space as squares and
stars. The stars are the candidate solutions inside the Pareto
front (solutions which are non-dominated), and the squares
are the dominated solutions. Figure 2b represents an inter-
mediary step of the non-dominated set concept, where the
candidate solutions move closer to the Pareto front according
to movimetation in decision space and explore different areas,
becoming part of the Pareto front. Finally, in Figure 2c, all
candidate solutions appear over the Pareto front, exploring
promising and heterogeneous areas in the decision space.

The algorithm’s search phase is made over the decision space
by considering all involved variables, meanwhile its evalua-

tion phase is performed over the objective space by consider-
ing all objective functions involved and the Pareto dominance
concept. Under the Pareto perspective, a solution −→u dom-
inates another solution −→v if −→u is not worse than −→v in all
objectives (fitness functions); and −→u is strictly dominated if
it is better than −→v in at least one objective.

Figure 2. Decision space and objective space for
population-based algorithms (adapted from Gruna[12] and
Zitzler et al.[13])

As MOO provides advance in numerical optimization,[14]

researchers soon started using it in different tasks, such as
knowledge-discovery in databases, including feature selec-
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tion,[15] association rule mining,[16] classification,[17] and
clustering.[18]

3. MULTIOBJECTIVE CLUSTERING OPTI-
MIZATION (MOCO)

Multiobjective clustering is a process performed in two
steps:[19] first, the independent or parallel discovery of clus-
ters; and second the search for an optimal partition of the
found clusters. Multiobjective clustering techniques have
been used to simultaneously consider several complemen-
tary aspects of clustering quality.[20] They optimize two or
more cluster validity indices (as well as the number of clus-
ters) simultaneously, leading to high quality results, and have
emerged as attractive and robust alternatives for clustering
problems.[11] An important step to multiobjective cluster-
ing is the choice of suitable objective functions. Different
cluster validity indices in different combinations are used in
multiobjective clustering algorithms. In Mukhopadhyay et
al.,[11] the authors divided the cluster validity indices into
two groups: 1) Indices based on cluster prototypes; 2) Those
based on cluster labels.

The objective function used by a clustering algorithm may
not indicate the partitions’ quality due to different arrange-
ments of objects over the dataset. The quality of each cluster
must be assessed by the clustering algorithm that generated
it and an external evaluation criterion not used during the
search phase in order to validate the final clusters found.[21, 22]

The main approaches to MOO are:[23] 1) transformation of
the multiobjective problem into a mono objective one by
means of a weighted formula; 2) ordering the objectives
according to their importance; and 3) the Pareto approach,
where multiobjective functions are optimized simultaneously
to generate a resultant set with a number of non-dominated
solutions.[23] Population-based algorithms, for example ge-
netic,[24, 25] bee inspired[4, 26] and ant colony[27] algorithms
are particularly suited for approximating the entire Pareto
front because they work with a pool of solutions rather than
a single candidate solution. This enables approximating sev-
eral solutions of the Pareto set simultaneously in a unique
algorithm run.

In a multiobjective clustering task, a candidate solution is a
vector −→x = (x1, x2, · · · , xd)T , where xi represents a deci-
sion variable in the decision space in which the search occurs,
and d is the problem dimension. The objective vector is rep-
resented by f(−→x ) = (f1(−→x ), f2(−→x ), · · · , fn(−→x ))T , where
fi(−→x ) represents its coordinate in the objective space in
which the results are evaluated. The Pareto dominance con-
cept is used to compare the quality of the solutions, because
the quality of a candidate solution is measured as a vector

instead of a scalar. Figure 3 illustrates MOCO by using the
non-dominance Pareto concept. The small circles are solu-
tions whose qualities are measured by the non-dominance
concept, in this case we are maximizing both objective func-
tions. As detailed in Figure 3, each solution in the objective
space has all variables from the decision space in the left
hand side of the picture.

Figure 3. Decision space and objective space for
population-based clustering algorithms

Table 1. Overview of different combinations of cluster
validity indices to multiobjective evolutionary clustering
(adapted from Mukhopadhyay et al.[11])

 

 

Objective  
functions 

Cluster validity indices 

Two-objective 
functions 

Connectedness and cluster deviation ܬ୫ and XB 
Number of clusters and TWCV 
Cluster deviation and silhouette 
Intra-cluster entropy and cluster separation ℐ and XB 
MinMaxCut and silhouette 
Cluster deviation and edge Index 

Normalized ܬ୫ and fuzzy separation 
DB and Dunn ܬ୫ and cluster separation 
Connectivity and cohesion 

Three-objective 
functions 

XB, ℐ and ܬ୫ 
Average deviation, ABGSS and connectedness 

Four-objective 
functions 

Cluster separation, cluster dominance, maximum 
diameter and cluster deviation 

 

4. MOCO: A REVIEW
Several multiobjective clustering approaches, bioinspired
and non-bioinspired, have been proposed in the literature.
The most popular one is the multiobjective evolutionary clus-
tering algorithm.[11] In Mukhopadhyay et al.,[11] the authors
present a review of multiobjective evolutionary clustering
and introduce the main concepts of the area, such as the
encoding strategies, choice of objective functions, effects of
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objective functions on the encoding strategies, main evolu-
tionary operators and different approaches for generating the
final solution. The authors also present an overview of dif-
ferent combinations of cluster validity indices normally used
in multiobjective evolutionary clustering algorithms, and
that can be extended to other non-evolutionary approaches,
present in the literature, as summarized in Table 1.

In the context of evolutionary algorithms, most multiobjec-
tive clustering algorithms are based on genetic algorithms.[11]

The genetic algorithms (GAs), firsly, were applied to solve
mono objective optimization problems. The simple genetic
algorithm (SGA) is used when an optimization problem has
an unique objective. In the real world, however, problems
appear to be more complex and most of them require two or
more objectives, which are to be optimized at the same time.

There are other evolutionary approaches also employed to
solve such problems, such as differential evolution,[28, 29] ge-
netic programming,[30] and gene expression programing.[31]

Other bioinspired methods have been used for multiobjective
clustering, such as ant colony optimization,[32, 33] artificial
immune systems,[34] particle swarm optimization,[35] among
others. Some of these works are summarized below. No
work was found applying neural networks and bee inspired
algorithms for solving multiobjective clustering tasks. Con-
cerning neural networks, the self organizing maps have been
addressed as useful tools for visualizing and analyzing the
Pareto front.[36–39]

In Santos et al.,[32] it was presented an algorithm, called
multi ant colony clustering algorithm (MACC), which works
with two artificial colonies, each one with k bees working in
parallel, to cluster a dataset taking account two different ob-
jectives: compactness and connectedness. Experiments were
performed with the Iris dataset from UCI to assess the quality
of the ant clustering algorithm for multiobjective problems,
and the results were compared with other results present in
the literature.

In Wu et al.,[33] the authors proposed the multiobjective
ant colony optimization (MOACO) algorithm to address
the multiobjective clustering problem in mobile ad hoc nets
(MANETs). The algorithm optimizes three objectives simul-
taneously: number of cluster heads (an object that represents
a group); number of nodes covered by each cluster head;
and total power consumption (proportional to the distance
between two communicating nodes). The performance of
the MOACO was compared with three algorithms and the
experimental results showed that MOACO can find a set of
high-quality solutions.

The multiobjective k-means genetic algorithm (MOKGA)

was presented in Ozyer et al.[40] The algorithm consists of
an iterative process that integrates weighted k-means with a
multiobjective genetic algorithm. The algorithm was applied
to a well-known dataset from the literature. Two objective
functions were used: inter-cluster distance and intra-cluster
distance.

In Matake et al.,[41] the authors presented a multiobjective
clustering algorithm for web mining. They applied mul-
tiobjective clustering with automatic determination of k
(MOCK), a clustering algorithm based on a multiobjective
genetic algorithm presented in Handl and Knowles.[42] Two
objective functions were used: connectivity (based on cluster
connectedness); and overall deviation (based on cluster com-
pactness). The algorithm was tested in nine datasets present
in the literature and the results were compared with k-means,
agglutination methods, and other evolutionary algorithms.

In Bandyopadhyay and Saha,[43] the Variable String Length
Point Symmetry-Based (VGAPS) clustering technique was
presented. This technique is able to encoding of a variable
number of clusters by means a variable string length GA. The
Sym-index was used as the fitness function and it provides
the most approximate partitioning even when the number of
clusters is varied.

In Saha and Bandyopadhyay,[44] it was presented the Gen-
ClustMOO, a multiobjective clustering technique that opti-
mizes three objective functions: compactness; total symme-
try of the clusters; and connectedness. A simulated annealing
based on a MOO method was used to optimizes the objective
functions. The results were compared with that of MOCK,
a single objective genetic algorithm based on an automatic
clustering technique (VGAPS-clustering), k-means, and sin-
gle linkage clustering. The technique was applied to nineteen
artificial and seven real-world datasets.

The GenClustPESA2 algorithm,[44] has exactly the same ap-
proach as GenClustMOO, with the underlying MOO strategy
replaced by the Pareto envelope-based selection algorithm II
(PESA-II).

In Yang et al.,[45] the authors proposed an immune MOO
algorithm, which has the features of adaptive rank clones
and diversity maintenance by k-nearest-neighbor, besides
incorporating two fuzzy clustering validity indices that are
optimized simultaneously.

An additional difficulty in multiobjective problems is the
visualization of the Pareto front for cases where there are
more than three objective functions.[36] This is important to
a more clear understanding of the tradeoff among the poten-
tial solutions.[37] A very promising approach, based on Self
Organizing Maps, for visualizing the Pareto front has been
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studied by several authors.[36–39]

The robustness and population-based nature of swarm intelli-
gence (SI) algorithms are important and attractive features for
MOO problems.[46] In the literature, different multiobjective
clustering algorithms based on SI are presented.

Figure 4. Distance technique to find out the final solution as
the closest solution in the Pareto set to the utopia point
(Adapted from Armano et al.[47]

The multiobjective clustering with particle swarm optimiza-
tion (MCPSO) method,[47, 48] has two main phases: optimiza-
tion and decision making. In the first phase, two conflicting
objective functions, based on connectivity and cohesion,are
defined. The choose of the objective functions aims of ob-
taining well-separated, compact and connected clusters. In
the end, the optimization phase products a set of optimal
solutions for the clustering problem, known as the Pareto set
solutions.[49] A distance-based technique is used to select
the solution in the Pareto set solutions with the minimal dis-
tance from an ideal solution, called utopia point, which is
illustrated in Figure 4. The connectivity is represented in the
y1 axis and it tends to be maximized meanwhile the cohesion
is represented in the axis y2 and it tends to be minimized.

The utopia location is defined as the intersection point of the
lines passing through the top right and left solutions of the
Pareto front in the area of all possible outcomes. Properly
speaking, the coordinates of the utopia point are the best
values obtained for the objective functions during the swarm
optimization process.

5. CLUSTER VALIDITY CRITERIA
An important aspect of multiobjective clustering is the choice
of reliable objective functions that are to be optimized simul-
taneously. In general, cluster validity indices are chosen

as the objective functions.[20, 50] Several validity indices in
different arrangements have been used in bio-inspired multi-
objective clustering algorithms. These indices can be divided
into two types:[11] 1) Based on cluster prototypes (internal in-
dices); and 2) based on cluster labels (external indices). Table
2 summarizes the symbols used in the indices reviewed.

Table 2. Definitions for symbols in the cluster validity
indices

 

 

Symbol Description ݊  Number of objects ݀  Number of attributes ܭ  Number of clusters ݉  Fuzzy exponent ܠ→  ݅-th object 

.ሺܦ   Membership degree of the ݅-th object to the k-th clusterݑ ೖ→  k-th cluster prototypeܢ , . ሻ  Distance function ܥ  Set of all clusters ܥ  k-th cluster 

 

5.1 Internal indices
This section provides details of cluster validity indices based
on cluster prototypes.

5.1.1 Overall cluster deviation (Dev(C))
The Dev(C)[51] is the summed distances between all objects
and their corresponding cluster center:

Dev(C) =
K∑
k=1

nk∑
i=1

D(−→zk ,−→xi) (1)

where K is the number of cluster centroids in a clustering C;
nk is the number of objects in cluster k; −→zk is the k-th cluster
centroid; and D(., .) is the Euclidian distance. The overall
deviation is to be minimized in order to obtain compact clus-
ters. Dev(C) ∈ [0, 1], where values closer to 0 represent
better clusters. This objective is similar to the objective of
the k-means clustering.

5.1.2 Jm index
The Jm index[52] is formulated to be minimized by fuzzy
C-means clustering:

Jm =
K∑
k=1

nk∑
i=1

umki
D(−→zk ,−→xi) (2)

where D(−→zk ,−→xi) is the distance of the i-th data point −→xi to
the k-th cluster center −→zk . Jm represents the global fuzzy
cluster variance. Smaller values of Jm correspond to more
compact clusters and its value depends on the number of clus-
ters K, gradually decreasing with an increase in K. Note
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that Jm takes its minimum value 0 for K = n.[50] The nor-
malized version of the Jm index, denoted by Jm, is defined
as:

Jm =
K∑
k=i

∑nk

i=1 u
m
kiD(−→zk ,−→xi)∑nk

i=1 uki
(3)

This one is also to be minimized to obtain more compact
clusters.

5.1.3 Davies-Bouldin (DB)

The DB index[50] is a function of the ratio of the sum of
within-cluster scatter to between-cluster separation. The
scatter within the i-th cluster, Si, is computed as:

Sk = 1
nk

nk∑
i=1

D(−→zk ,−→xi) (4)

where nk is the number of objects in cluster k.

The distance between two clusters Ci and Cj , dij is defined
as the distance between their centers:

dij = D(−→zi ,−→zj ) (5)

The DB index is then defined as:

DB = 1
K

K∑
i=1

Ri (6)

where

Ri = max
j,j 6=i

{
Si + Sj
dij

}
(7)

The DB index value must be minimized to achieve proper
clustering.

5.1.4 Xie-Beni (XB)

The XB index is a function of the ratio of the total fuzzy
cluster variance σ to the minimum separation (sep) of the
clusters. Here σ and sep are formulated as:

σ =
K∑
k=1

nk∑
i=1

u2
ki
D(−→zk ,−→xi) (8)

sep = min
k 6=l
{D(−→zk ,−→zl )} (9)

The XB index is then written as:

XB = σ

n× sep
=
∑K
k=1

∑nk

i=1 u
2
ki
D(−→zk ,−→xi)

n×min
k 6=l
{D(−→zk ,−→zl )}

(10)

In compact and well-separated clusterings, the value of σ
should be small, while sep should be large, thereby giving
smaller values of the XB index. Therefore, the objective
is to minimize the XB index for achieving a proper cluster-
ing.[50]

5.1.5 Intracluster entropy
The intracluster entropy (H)[53] measures the average purity
of clusters without using the class labels of the objects:

H =
K∑
i=1

[1−H(Ci) · g(−→xi)]
1
k (11)

where

H(Ci) = −{g(−→zi )log2 g(−→zi )+[1−g(−→zi )] log2[1−g(−→zi )]}
(12)

The average similarity between a cluster center zi and the
objects belonging to cluster i is defined as:

g(−→zi ) = 1
n

n∑
j=1

1 + CO(−→zi ,−→xj)
2 (13)

where CO is the cosine distance defined as:

CO(−→zi ,−→xj) = 〈−→zi · −→xj〉
|−→zi | · |−→xj |

(14)

Index H has to be maximized to obtain homogeneous clus-
ters.

5.1.6 Cluster separation
The cluster separation (Sep) index, or intercluster distance, is
computed as the average distance among the cluster centers:

Sep(C) = 1
K(K − 1)

K∑
i=1

K∑
j=1, j 6=i

D(−→zi ,−→zj ) (15)

Sep(C) must be maximized to obtain well-separated clus-
ters.

A fuzzy version of cluster separation is also available. The
fuzzy separation S is computed as follows: the center −→zi
of the i-th cluster is assumed to be the center of a fuzzy set
{−→zj | 1 ≤ j ≤ K, j 6= i}. Thus, the membership degree of
each −→zi to −→zj , j 6= i is computed as:

uij = 1∑K
l=1, l 6=j [

D(−→zj ,
−→zi )

D(−→zj ,
−→zl ) ]

2
m−1

, i 6= j (16)

Then, the fuzzy separation is defined as:

S =
∑K

i=1

∑K

j=1, j 6=i
umijD(−→zi ,−→zj ) (17)

5.1.7 Average between group sum of squares (ABGSS)
ABGSS is a variant of the cluster separation measure.[54]

This computes the average distance of the cluster centers
from the centroid of the dataset as:

ABGSS =
∑K
i=1 ni ·D(−→zi ,−→z )

K
(18)

where −→z is the dataset center, that is, the mean of all objects,
and ni is the number of objects in cluster i. The goal is to
maximize ABGSS to obtain well-separated clusters.
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5.1.8  index

The  index is defined as follows:

 =
(

1
K
× E1

EK
×Dk

)γ
(19)

where
EK =

∑K

k=1

∑nk

j=1
ukiD(−→zk ,−→xj) (20)

DK = maxKi,j=1{D(−→zi ,−→zj )} (21)

The  index is composed of three factors: 1
K , E1

EK
, and Dk.

The first factor decreases  asK increases. The second factor
represents the ratio between E1 and EK , where E1 is con-
stant for a given dataset, and EK is reduced with an increase
in K. Therefore the  index value increases with an increase
in EK . This, in turn, contributes to the formation of more
compact clusters.And the third factor, Dk, which represents
the highest separation between any pair of clusters, tend to in-
crease with the value of K. However, it should be noted that
Dk cannot be greater than the maximum separation between
two points in the dataset. Hence, these factors critically bal-
ance one another through contention. The contrast between
the different cluster configurations is controlled by the power
γ. A larger value of index  implies a better clustering.[50]

5.1.9 Sym-index

The Sym-index[55] is a cluster validity index based on a point
symmetry that depends on the distance dps(−→x ,−→z ). Given a
single point −→z , the symmetrical (reflected) point of −→x with
respect to a particular center −→z is (2.−→z − −→x ) and denote

this by
−→
x∗. Let knear unique nearest neighbors of

−→
x∗ be at

Euclidean distances of dis = 1, · · · , knear, then:
dps(−→x ,−→z ) = dsym(−→x ,−→z )× de(−→x ,−→z )

=
∑knear
i=1 di
knear

× de(−→x ,−→z )
(22)

where de(−→x ,−→z ) is the Euclidian distance between −→x and
−→z , and dsym(−→x ,−→z ) is a symmetry measure of −→x with re-
spect to −→z . The value of knear cannot be igual 1, since in
this case if

−→
x∗ exists in the dataset, then dps(−→x ,−→z ) = 0 and,

hence, there will be no impact over the Euclidian distance.
By contrast, large values of knear may not be suitable be-
cause they may underestimate the symmetry of a point with
respect to a particular cluster center. In this work, the value
of knear is chosen equal to 2. The proper value of knear
depends on the distribution of the dataset.

Sym-index is a cluster validity function which measures the
average symmetry with respect to the cluster centers. As-
sume a partition of the dataset X = {−→xj : j = 1, · · · , n}
into K clusters where the center of cluster−→zi is computed by

using −→zi =
∑ni

j=1

−→
xi

j

ni
where ni(i = 1, · · · ,K) is the number

of points in cluster i and
−→
xij denotes the j-th point of the i-th

cluster. The new cluster validity function Sym is defined as:

Sym(K) = ( 1
K
× 1
εk
×Dk) (23)

where

εk =
K∑
i=1

Ei (24)

such that

Ei =
ni∑
j=1

d∗ps(
−→
xij ,
−→zi ) (25)

Dk = maxKi,j=1 ‖−→zi −−→zj‖ (26)

where DK is the maximum Euclidean distance between two
cluster centers among all pairs of centers. d∗ps(

−→
xij ,
−→zi ) is de-

fined by equation (6) with some constraint. Here, the first

knear nearest neighbors of
−→
x∗j = (2.−→zi−

−→
xij) will be searched

among only those points within cluster i, i.e, the knear near-

est neighbors of
−→
x∗j , the reflected point of

−→
xij with respect to

−→zi , and
−→
xij should belong to the i-th cluster. This index is

maximized in order to obtain the suitable number of clusters.

5.1.10 Con-index

The Con-index is based in a relative neighborhood graph
measures the connectivity among a set of objects using the
relative neighborhood graph and quantifies the connectivity
degree of well-separated clusters.[56] To measure the distance
between a pair of points two steps are required:

• Build a relative neighborhood graph of the dataset.
• Compute dshort(−→xi ,−→xj), the distance between any two

objects,−→xi and−→xj . This distance is measured along the
relative neighborhood graph and then find all possible
paths among these objects along the relative neighbor-
hood graph. Suppose there is a total of p paths between
−→x and−→y , and the number of edges along the i-th path
is nedgei, for i = 1, · · · , p. If the edges along the
i-th path are denoted as edi1, · · · , ediedgei

and the cor-
responding edge weights are w(edi1), · · · , w(ediedgei

),
then the shortest distance between x and y is defined
as follows:

dshort(−→x , −→y ) = minpi=1max
nedge
j=1 w(edij) (27)

The Con-index is defined as follows:

Con =
∑K
i=1
∑nk

j=1 dshort(
−→zi ,
−→
xij)

n×minKi,j=1∧i 6=jdshort(
−→zi ,−→zj )

(28)
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where dshort(−→zi ,
−→
xij) is the shortest distance along the graph

between the objects −→zi and
−→
xij , the j-th object of the i-th

cluster. The Con-index has to be minimized to obtains its
minimum when clusters are connected as well as separated.

5.1.11 I-index
An Euclidian distance-based cluster validity index, I-
index,[44] is defined as follows:

I(K) = ( 1
K
× ε1

εk
×Dk)p (29)

where K is the number of clusters. Here εk =∑K
k=1

∑nk

j=1 de(
−→zk ,
−→
xkj ) and Dk = maxKi,j=1de(

−→zi ,−→zj )

where −→zj denotes the center of j-th cluster and
−→
xkj denotes

the j-th object of the k-th cluster. The I-index is composed
of three factors, namely 1

K , ε1
εk

and DK .

5.2 External indices
There are some indices based on cluster labels, as discussed
in this section.

5.2.1 Dunn index
Dunn index[57] is formulated as follow:

DN = min1≤i≤k

{
min1≤i≤k,j 6=i

[
δ(Ci, Cj)

min1≤k≤K(∆Ck)

]}
(30)

In the original form, the Dunn index used the following forms
of δ and ∆:

δ(Ci, Cj) = min
xi∈Ci,xj∈Cj

{D(−→xi ,−→xj)} (31)

∆Ci = maxxi,xk∈Ci
{D(−→xi ,−→xj)} (32)

A larger value of the Dunn index corresponds to compact
and well-separated clusters. Finaly, the main objective is,
therefore, to maximize its value.[50]

5.2.2 Cluster connectedness (Conn(C))
The Conn(C) represents the connectedness of the clusters.
This index is defined as:[44]

Conn(C) =
n∑
i=1

 L∑
j=1

−−−−→
ki,nnij

 (33)

where
−−−−→
ki,nnij

= 1
j if @Ck : i ∈ Ck ∧ nnij ∈ Ck, and

−−−−→
ki,nnij = 0 otherwise. Here nnij is the j-th nearest neigh-
bor of data point i.L, a user-defined parameter, decides the
number of neighbors contributing to the connectedness mea-
sure. In order to facilitate. The objective is to minimize
cluster connectedness for obtaining highly connected clus-
ters.[50]

5.2.3 Edge
The Edge index[58] measures the overall summed distances
on boundaries between the clusters. This index is a value of
the difference in the boundary between the clusters:

Edge(C) = −
n∑
i=1

∑
j∈Fi

ξi,j (34)

where ξi,j = D(−→xi ,−→xj) if @ | Ck : i ∈ Ck ∧ j ∈ Ck, and
ξi,j = 0, otherwise. Where, Fi is the set of N nearest neigh-
bors of i-th point. In turn,N is a user-defined integer number.
The Edge(C) index must be minimized in order to obtain a
well-separated clustering solution.

5.2.4 Silhouette
The silhouette si of a point can be defined as:

si = bi − ai
max {ai, bi}

(35)

where ai is the mean distance of a point −→xi from the other
points of the cluster to which −→xi belongs, and let bi be the
minimum of the mean distances of −→xi from the points of
the other clusters. The silhouette index S[59] is the mean
silhouette of all data points:

S = 1
n

n∑
i=1

Si (36)

The silhouette index score lies between -1 and 1; a higher
value corresponds to better clustering.[50]

5.2.5 Silhouette (Simplified)
The Silhouette measure, s(−→xi), for an object−→xi , is calculated
by:

s(xi) = b(−→xi)− a(−→xi)
max {a(−→xi), b(−→xi)}

(37)

where a(−→xi) is the dissimilarity between −→xi and its centroid,
and b(xi) is the smallest dissimilarity between −→xi and the
centroid of the other clusters. The global Silhouette (S) eval-
uates the clustering quality according to the set of objects
and is calculated by:

S(C) = 1
N

N∑
i=1

s(−→xi) (38)

where N is the total number of objects[37] and C is the set
of all clusters. S(C) ∈ [−1, 1], where 1 represents better
clusters.

5.2.6 Min-Max Cut
The Min-Max cut index[60] that evaluate the clustering based
on the minimization of the distances among the points within
a same cluster and the maximization of the distances of the
points from different clusters:
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MinMaxCut(C) =
K∑
i=1

∑
j∈Ci

∑
k/∈Ci

D(−→xj ,−→xk)∑
j∈Ci

∑
k∈Ci

D(−→xj ,−→xk) (39)

Maximization of the numerator ensures that the points within
a cluster are distant from the other points and minimization
of the denominator value ensures that the points within a
cluster are close with each other. Thus, taken as a whole, the
index must be maximized to obtain good-quality clusters.

5.2.7 Total within-cluster variance (TWCV)
The TWCV[61] is defined as:

TWCV =
n∑
i=1

d∑
j=1

−→xij2−
K∑
k=1

1
nk

d∑
j=1

 ∑
−→xi∈Ck

−→xij

2

(40)

where−→xij denotes the j-th feature value of the i-th data point,
and nk denotes the number of points in cluster Ck. The aim
is to minimize TWCV to obtain compact clusters.

Algorithm 1 cOptBees-MO

1: Input: nmin (initial number of active bees); nmax (max-
imum number of active bees); ρ (inhibition radius);
nmean (average foraging effort); pmin (minimum prob-
ability of a bee being a recruiter); prec (percentage of
non-recruiter bees that will be actually recruited); rmax
(maximum number of clusters).

2: Randomly generate a swarm.
3: while (stopping criterion is not met) do

3.1 Evaluate the quality of the sites being explored.
3.2 Apply local search.
3.3 Determine the recruiter bees.
3.4 Update the number of bees.
3.5 Determine the recruited and scout bees.
3.6 Perform the recruitment process.
3.7 Perform the exploration process.

4: End while
5: Evaluate the quality of the sites being explored by the

bees.
6: Apply local search.
7: Output: Swarm of bees and their respective fitness val-

ues.

6. COPTBEES-MO: A MULTIOBJECTIVE
BEE-INSPIRED CLUSTERING ALGORITHM

Natural computing[25] is a research field that aims to under-
stand natural fenomena in terms of information processing
and, from this understanding, to investigate, model, abstract
and apply this knowledge in different contexts.[62, 63] Natu-
ral computing is composed of many subfields, one of them
is Swarm Intelligence,[64] which aims at investigating and
designing problem solving tech¬niques inspired by the col-

lective behavior of social animals. The number of researches
about the Swarm Intelligence methods, more specifically
those based on the behavior of social bees, has increased
significantly over the past years.[65–68] Inspired by the collec-
tive decision making process of social bees many methods
have been proposed in the literature and the popularity of
these methods has stimulated the development of several
data mining approaches, such as clustering algorithms.[69] In
this context, this paper proposes a multiobjective clustering
algorithm, called cOptBees-MO, inspired by the foraging
behavior of bee colonies.

The method summarized in Algorithm 1, is an extension of
cOptBees,[4, 70] a monoobjective clustering algorithm able
to generate and maintain diversity of candidate solutions in
a way to find multiple local optima without compromising
its global search capability.[71] cOptBees was first presented
by Cruz et al.[4] and the algorithm was applied to different
clustering problems, being capable of finding optimal clus-
ters, generating and maintaining the diversity of solutions,
and finding the correct number of clusters. A parametric
sensitivity analysis of cOptBees was presented by Cruz et
al.[72] and it was applied to training a Radial Basis Func-
tion (RBF) neural network.[73] In the multiobjective version
of cOptBees, introduced here, clustering is performed by
simultaneously optimizing more than one objective function.

In cOptBees-MO, as in cOptBees, the artificial bees can
play different roles: 1) Recruiters, responsible for attracting
other bees to explore a promising region of the search space;
2) recruited, those who explore a promising region of the
search space; or 3) scouts, responsible for randomly looking
for new promising regions of the space.[71]

cOptBees-MO is summarized in Algorithm 1 and its main
steps are detailed in the following sections.

6.1 Encoding scheme
The proposed algorithm works with a swarm of N artificial
bees. For each bee, the objects in the database are associated
with the nearest prototype. Initially, the swarm is randomly
generated, respecting the maximum number of clusters, rmax
(an input parameter of cOptBees-MO), and the number of
bees is updated at each iteration, as will be shown in Section
6.3.

Each artificial bee encodes a potential solution for the clus-
tering problem. A bee is composed of a set of prototypes
and is defined by a matrix B ∈ Rp×rmax , where p is the
dimension of the input vector, and rmax is the maximum
number of clusters in a clustering. Thus, in a given column j,
rows 1 to p represent the dimensions of prototype cj and the
last row is a threshold value, Lj ∈ [0, 1], that defines if the
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centroid −→zj is active or not. The centroid −→zj is active when
its threshold is greater than or equal to 0.5. Figure 5 shows
how an artificial bee is represented in a matrix format.[70, 74]

Figure 5. Matrix representation of a bee[70]

6.2 Determining the recruiter bees
The total number of recruiter bees in each iteration is deter-
mined in three steps. Firstly, a probability pri of being a
recruiter bee is calculated for each active bee:

pri =
(

1− prmin
Qmax −Qmin

)
· (qi −Qmin) + prmin (41)

where qi is the quality region being explored by bee i, Qmin
and Qmax are, respectively, the minimum and maximum
qualities among the region being explored by each active bee
in the current iteration (the quality of a region is determined
by an objective-function). In the second step the bees are
classified as recruiters or non-recruiters according to the pri
previously calculated. The third step consists of inhibiting
those recruiters who explore the same regions of the search
space. For this, the recruiter bees are processed from best to
worst qualities of the region explored and, for each recruiter
bee, the other recruiters who have a high similarity are in-
hibited. The recruiters that were inhibited are classified as
non-recruiters.[75] In cOptBees-MO the similarity degree be-
tween two bees is determined based on the objects classified
in the same cluster: The greater the number of objects classi-
fied in the same cluster, the greater the similarity degree. If
the similarity between two bees is greater than or equal to
the inhibition radius ρ, which is an input parameter, the bee
that explores the worst site is inhibited. This process avoids
that many recruiters explore the same promising regions of
the search space.[70]

6.3 Updating the swarm size
This step aims to adjust the foraging effort according to the
number of recruiters. At each iteration, nd = (nr+1)·nmean
determines the required number of bees in the swarm. The
imput parameter ε is the average foraging effort, i.e., it de-
termines the desired number of non-recruiter bees for each
recruiter, and nr is the number of recruiters to be determined
in Section 6.3. If nd is greater than the current number of

active bees in the swarm, nadjust = nd − nactive is the
number of bees that have to become active to achieve nd
active bees; if this number is less than the current number
of active bees, nadjust = nactive − nd bees have to become
inactive to achieve nd active bees. The swarm size is lim-
ited by the input parameters nmax and nmin that represent
the maximum and minimum numbers of active bees, respec-
tively. If nd > nmax, then nd is set to nmax; otherwise,
if nd < nmax, then nd is set to nmin. Bees are selected
taking account the corresponding qualities of the region they
explore, from the worst to the best, for the inactivation pro-
cess. The removal of a bee from the swarm depends on it
being inactivated, whilst the insertion of a bee n the swarm
depends on it being activated. Activated bees are placed in a
random position in the search space, i.e., the swarm size is
updated dynamically in each iteration.[75]

6.4 Determining the scout and recruited bees
The number of artificial bees attracted by each recruiter is pro-
portional to the quality of the explored food sources. Thus,
a percentage of bees that was classified as non-recruiters
are classified as recruited and associated with each recruiter
proportionally. The number of non-recruiter bees is nnr =
nactive−nr and the number of recruited is nr = [prec ·nnr],
where prec is the percentage of non-recruiters that will be
recruited and [.] denotes the nearest integer function. The
recruited bees exploit the promising regions already found
by the recruiters. Each recruited bee is associated with the
most similar recruiter. The bees that were not classified as
recruited become scouts and are responsible for randomly
exploring the search space to find new promising regions,
reinforcing the generation and maintenance of diversity. The
number of scout bees is ns = nnr − nr.[75]

6.5 Recruiting
The recruiters explore promising regions of the search space
and perform a recruitment process to attract the closest bees
to the sites they explore. The recruitment, implemented by
equation (42) or equation (43), is performed with 50% prob-
ability (for each equation), where α is an input parameter
that represent the recruitment rate, −→r and −→zi are, respec-
tively, the recruiter and recruited bee, −→u is a random number
with uniform distribution in the interval [0, 1], −→u is a vector
containing random numbers with uniform distribution in the
interval [0, 1] (−→u has the same dimension as −→zi and −→r ) and
⊗ is the element-wise product:[75]

−→zi = −→zi +−→u · α · (−→r −−→zi ) (42)

−→zi = −→zi + α · −→u ⊗ (−→r −−→zi ) (43)
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6.6 Exploration process
The exploration process allows that different regions of the
search space to be explored by the scouts, and contributes to
the discovery of new promissing regions. In this process the
scout bees are positioned randomly in a new position in the
search space.[75]

6.7 Calculating the fitness
In cOptBees-MO different combinations of objective func-
tions can be used, and they may have a great impact on the
algorithm’s performance. In the experiments to be presented
here two different scenarios were chosen:

• Two objective functions: The modified Silhou-
ette[36, 37] combined with the Dev(C);[11] and the modi-
fied Silhouette combined with the number of clusters.

• Three objective functions: The I-index, Con-index
and Sym-index.[44]

In both scenarios, to improve the distinction between the qual-
ity of the solutions in the swarm, the concept of strength[3]

was used in a simplified way.[76] Here, the strength measure
was calculated to evaluate the solution quality considering
the objective functions employed. The strength measure,
St(i), is used as the fitness function in the search process of
cOptBees-MO, instead of the Silhouette as in cOptBees:

St(i) = nDomi

tDom+ 1 (44)

where nDomi is the number of solutions dominated by or
equal to solution i in relation to the objective values, tDom
is the total number of solutions dominated by all solutions,
i.e., it is the number of solutions dominated by each solution.

In the scenarios evaluated the objective functions used were:
the modified Silhouette[36, 37] combined with the Dev(C),[11]

and the Modified Silhouette combined with the Number of
Clusters; and in the second scenario, three different clus-
ter validity indices are considered: Con-index, Sym-index
and I-index.[44] These objective functions capture three dif-
ferent aspects of a clustering solution: the first quantifies
the symmetry of a particular partitioning; the second and
third measure, respectivelly, assess the connectedness and
compactness of a solution taking into accont the Euclidean
distance. These three indices were detailed in Section 5.

7. EXPERIMENTAL RESULTS
To assess the performance of cOptBees-MO, a Matlab
R2014b[77] implementation was made and it was applied
to different datasets from the UCI Machine Learning Reposi-
tory. The results obtained by cOptBees-MO were compared
to those obtained by other multiobjective algorithms avail-
able in the literature.

Experiments were performed in two scenarios, as discussed
above, and the results were compared to those obtained by
other multiobjective algorithms available in the literature
by means of the Minkowski Score (MS).[78] In the second
scenario three objective functions were optimized simulta-
neously, according to.[44] The clustering quality was as-
sessed by the F-Measure[44] and the results obtained were
compared with those of other multiobjective clustering algo-
rithms present in the literature.

7.1 Datasets
The following datasets from the UCI were used to assess the
performance of cOptBees-MO and its competitors:

• Congressional Votes: The dataset is composed of 435
instances, each one characterized by 16 Boolean at-
tributes. It is the United States Congressional voting
records in 1984 separeted in two classes: Republicans
and Democrats;

• Soybean: Contains 47 instances on soybean diseases.
Each object has 35 categorical attributes and is classi-
fied as one of the four diseases;

• Zoo: Composed of 101 instances of animals, each one
represented by its name plus 16 attributes. The dataset
consists of 7 different animal classes;

• Spiral: composed of 1,000 bidimensional instances
distributed over 2 spiral clusters;

• Iris: Composed of 150 instances characterized by four
attributes. The instances are separated in 3 clusters (Se-
tosa; Versicolor; and Virginica), each one composed of
50 instances and two of them non-linearly separable;

• Cancer: composed of 683 data points and nine features.
The data points are divided in two linearly separable
classes: malignant and benign;

• Newthyroid: composed of 215 instances, each one
characterized by five attributes. The data are dis-
tributed over 3 classes: euthyroidism, hypothyroidism
and hyperthyroidism;

• Wine: Composed of 178 instances with 13 attributes
resulting from a chemical analysis of wines grown in
the same region in Italy but derived from three differ-
ent cultivars;

• LiverDisorder: Composed of 345 instances with 6
attributes each, separated in two classes;

• LungCancer: This dataset contains 32 instances hav-
ing 56 attributes that describe 3 types of pathological
lung cancers; and

• Glass: Composed of 214 instances having 9 attributes.
The instances are divided into 6 categories.

Published by Sciedu Press 21



http://air.sciedupress.com Artificial Intelligence Research 2017, Vol. 6, No. 2

7.2 Scenario I
In the first set of experiments the cOptBees-MO algorithm
was applied to three datasets: Votes, Zoo and Soybean. The
algorithm was run 20 times for each dataset, with the fol-
lowing input parameters (defined based on previous exper-
iments): nmin = 50; nmax = 100; ε = 10; rmax = 14;
pmin = 0.1; prec varying linearly between 0.1 and 0.5 with
the number of iterations; ρ linearly varying between 0.1 and
0.5 with the number of iterations; number of iterations = 50.

Let matrices C and T be the clustering result and the true
clustering, respectively. A clustering solution C is a n× n
matrix for a set of n elements, where Cij = 1 if point i
and j are in the same cluster according to the solution, and
Cij = 0 otherwise. We compared the obtained results with
those presented by Mukhopadhyay et al.[79] considering the
Minkowski Score (MS).[78] The algorithms used for compari-
son were the SGA[80] and MOGA.[81] The MS of a clustering
result C with reference to T , the matrix corresponding to the
correct clustering, is defined as:

MS(TC) = ‖T − C‖
‖T‖

(45)

where ‖T‖ =
√∑

i

∑
j Ti,j . Thus, the obtained MS is the

normalized distance between the two matrices, T and C.
Lower values of MS imply better clustering solutions, and a
perfect solution has a score of zero.

Table 3. Average Minkowski score for the SGA, MOGA,
cOptBees-MO1 and cOptBees-MO2 over the Votes, Zoo and
Soybean datasets

 

 

Dataset SGA MOGA cOptBees-MO1 cOptBees-MO2 
Votes 0.6550 0.5344 0.6290 0.164 
Zoo 0.5096 0.3807 0.6679 0.000 
Soybean 0.4147 0.0000 0.6604 0.000 

 

Table 3 presents the average Minkowski Score for the SGA,
MOGA and cOptBees-MO for the Votes, Zoo and Soy-
bean datasets. Two versions of cOptBees-MO were used:
cOptBees-MO1 was configured to optimize simultaneously
the Silhouette and Cluster Deviation, and cOptBees-MO2
was configured to optimize simultaneously Silhouette and
the Number of Clusters.

As can be observed in the results presented in Table 3,
cOptBees-MO does not perform well when combining the
Silhouette with the Cluster Deviation, but when it is trained
to optimize the Silhouette and the Number of Clusters its
performance is significantly increased, beating all the other
algorithms for all problems. This result may be a conse-
quence of the fact that the mathematical definition of the
Minkowski Score tends to provide a much lower quality
when the solution presents a number of clusters different
from the desired one.

7.3 Scenario II

In the second set of experiments the cOptBees-MO algorithm
was applied over eight datasets available in the Machine
Learning Repository from University of California, Irvine
(UCI): Spiral; Iris; Cancer; Newthyroid; Wine; LiverDis-
order; LungCancer; and Glass. The algorithm was run 30
times for each dataset, with the following input parame-
ters (defined based on previous experiments): nmin = 100;
nmax = 100; ε = 10; rmax = 8; pmin = 0.1; prec = 0.7;
with the number of iterations; ρ = 0.3; number of iterations
= 50. We evaluated the quality of the clustering based on
the F-Measure[44] and the results were compared with those
presented by four multiobjective clustering algorithms:[44]

GenClustMOO, MOCK, VGAPS and GenClustPESA2.

Table 4. Average F-measure values and standard deviations for each dataset by GenClustMOO, MOCK, VGAPS,
GenClustPESA2 and cOptBees-MO clustering algorithms

 

 

Dataset GenClustMOO MOCK VGAPS GenClustPESA2 cOptBees-MO 

Iris 0.788 ± 0.011 0.775 ± 0.022 0.457 ± 0.013 0.926 ± 0.015 0.830 ± 0.024 
Cancer 0.969 ± 0.009 0.819 ± 0.014 0.953 ± 0.012 0.979 ± 0.014 0.915 ± 0.021 
Newthy 0.863 ± 0.016 0.739 ± 0.014 0.659 ± 0.011 0.687 ± 0.015 0.838 ± 0.021 
Wine 0.709 ± 0.012 0.726 ± 0.002 0.617 ± 0.008 0.437 ± 0.012 0.640 ± 0.007 
LiverDis 0.673 ± 0.002 0.671 ± 0.012 0.705 ± 0.009 0.603 ± 0.015 0.612 ± 0.050 
LungCan 0.802 ± 0.014 0.443 ± 0.011 0.741 ± 0.008 0.843 ± 0.002 0.731 ± 0.079 
Glass 0.494 ± 0.012 0.534 ± 0.006 0.534 ± 0.008 0.534 ± 0.012 0.797 ± 0.040 

 

Table 4 presents the average F-Measure values for the differ-
ent datasets by GenClustMOO, MOCK, VGAPS, GenClust-
PESA2 and cOptBees-MO clustering algorithms. The best
methods for each data set are marked in bold. The F-Measure

(FM) and the number of clusters (OC) of the best solution ob-
tained by GenClustMOO, MOCK, VGAPS, GenClustPESA2
and cOptBees-MO clustering algorithms for each dataset are
presented in Table 5. Here d and k denote the dimension and
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the correct number of clusters, respectively.

The results exhibited in Table 5 show that the cOptBees-
MO had a competitive performance when compared with
other multiobjective clustering approaches from the literature.
When compared with GenClustMOO, MOCK, VGAPS, Gen-

ClustPESA2 algorithms, the cOptBees-MO presented better
performance for the Glass data, with an average F-measure
of 0.797 ± 0.040, followed by MOCK, VGAPS, GenClust-
PESA2 with average F-Measure equals to 0.534. The Gen-
ClustMOO algorithm obtained the best performances for the
Iris, Cancer, LungCancer and Glass datasets.

Table 5. The F-Measure (FM) and number of clusters (OC) of the best solution obtained by GenClustMOO, MOCK,
VGAPS, GenClustPESA2 and cOptBees-MO clustering algorithms for each dataset

 

 

Dataset Instances d k 
GenClustMOO MOCK VGAPS GenClustPESA2 cOptBees-MO 

OC FM OC FM OC FM OC FM OC FM 
Iris 150 4 3 3 0.79 2 0.78 3 0.76 3 0.93 3 0.86 
Cancer 683 9 2 2 0.97 2 0.82 2 0.95 2 0.97 3 0.94 
Newthy 215 5 3 3 0.86 2 0.74 5 0.66 9 0.69 4 0.86 
Wine 178 13 3 3 0.71 3 0.73 6 0.62 13 0.44 2 0.65 
LiverDis 345 6 2 2 0.67 2 0.67 2 0.70 5 0.60 2 0.67 
LungCan 33 56 2 2 0.80 7 0.44 3 0.74 4 0.84 2 0.83 
Glass 214 9 6 6 0.49 5 0.53 5 0.53 5 0.53 2 0.88 

 

Considering the best solution of the thirty execution, the
cOptBees-MO obtained the best F-Measure values for the
NewThyroid and Glass datasets. For the NewThyroid dataset
the best solution presented F-Measure value equals to 0.86

and 4 clusters. For the Glass dataset the F-Measure was
equal to 0.88 and 2 clusters, followed by MOCK, VGAPS
and GenClustPESA2 algorithms that presented an F-Measure
of 0.53.

Figure 6. Solutions presented by the cOptBees-MO for the Ruspini
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To illustrate the diversity of solutions obtained by cOptBees-
MO, Figure 6 presents the solutions obtained by the algo-
rithm for the well-known Ruspini dataset. In the function
space presented, the star (F) represents a solution encoded
by a recruiter bee on the non-dominated set; the triangles
(N) are the recruiter bees that are outside the Pareto front;
and the circles (•) are the non-recruiter bees. The cluster-
ing represented by three of these bees are presented on the
right hand side of the picture. This example shows that the
cOptBees-MO is able to maintain the diversity of solutions,
both at the Pareto front and outside it.

8. DISCUSSION AND FUTURE TRENDS
This paper presented a brief survey of bio-inspired mul-
tiobjective clustering algorithms, emphasizing a descrip-
tion of the task and the evaluation metrics to be used, and
then proposed a multiobjective clustering algorithm, named
cOptBees-MO, inspired by the foraging behavior of bee
colonies. To evaluate the performance of cOptBees-MO two
different scenarios were considered: Scenario I with three
different datasets and comparisons with SGA and MOGA;
and Scenario II with seven datasets and comparisons with
GenClustMOO, MOCK, VGAPS and GenClustPESA2. Dif-
ferent types and combinations of objective functions were
also considered in each scenario.

The results showed that cOptBees-MO is competitive when
compared to other multiobjective clustering algorithms from
the literature. To achieve a better performance with the
Minkowski score (Scenario I) and the F -Measure (Scenario
II) cOptBees-MO was run with the Silhouette and the Num-
ber of Clusters; and Sym-index, I-index and Con-index as
objective functions, respectively. The results showed a bet-
ter performance of Silhouette and Number of Clusters as
objective functions.

The algorithm proposed obtained a good performance, being

able to find high quality cluster partitions in datasets with-
out the need to inform the correct number of clusters in the
dataset. By contrast, SGA and MOGA rely on this kind of
information to be used, as well as GenClustMOO, MOCK,
VGAPS and GenClustPESA2 and the last one uses k-means
as a heuristic initialization process. The cOptBees-MO has
shown to be able to generate and maintain the diversity of
solutions by finding multiple suboptimal solutions in a single
run, a feature useful for solving MOO problems, such as
optimal multiobjective data clustering.

In a summarized way, the main advantages of using
cOptBees-MO are the fact that it does not require the value
k, the number of clusters, and neither the use of external
memory to store the best solutions found during the search
process, like other algorithms from the literature. It automat-
ically finds the number of clusters by applying its artificial
bees with different bee-inspired behaviors to explore and
map the search space.

As future work, keeping in mind that agents with different
bee-inspired behaviors are able to find feasible and compet-
itive clustering solutions, our efforts will be concentrated
on local operators to improve the Minkowski Score and F-
Measure indices over distinct dataset types. Furthermore,
by considering the results presented by cOptBees-MO, it is
important to further explore other objective functions over
real and artificial clustering datasets. The objective functions
chosen are directly connected to the quality of the obtained
clusterings. Therefore, they are constant targets of study in
clustering analysis. It is also important to emphasize the
influence of objective functions in the MOO algorithms to
find high quality clusterings.
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